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Abstract
Background  Depressed individuals have both heightened negative self-views and reduced positive self-views. The self-
referential encoding task (SRET) can capture depressed individuals’ self-schemas by asking them to endorse whether a word 
describes them or not. Digital interventions that target positive biases in depression can help improve positive self-schemas; 
however, it is important to determine who may respond best to these interventions. In the current study, we used a machine 
learning approach to predict changes in positive self-schemas on the SRET after a digital intervention.
Methods  Participants were randomized to a digital imagery training that was either positive (n = 39) or neutral (n = 38) and 
completed the intervention every other day for 2 weeks. Participants also completed the SRET and self-report measures at 
pre-, mid-, and post-intervention to measure their self-schemas and psychopathology symptoms.
Results  Results indicate the models were able to moderately predict changes in the number of self-referential positive words 
endorsed on the SRET, solely using participants’ baseline characteristics (rTest = 0.33).
Conclusions  These findings suggest that certain characteristics may predict response to a digital intervention focused on 
improving positive biases, and current findings emphasize the use of machine learning to improve treatment match and triage 
persons to treatments that may work best.
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Introduction

Beck’s cognitive theory posits that depressed individu-
als hold negative schemas, or core beliefs, about them-
selves, the world, and the future (Beck & Bredemeier, 
2016). Negative schemas may contribute to the develop-
ment and maintenance of depression (Gotlib & Joormann, 
2010), and self-schemas (i.e., views about themselves) 
may be particularly important for predicting a relapse 
in depressive symptoms (LeMoult et al., 2017). Indeed, 
self-schemas have been viewed as the “core structure” of 
depression and may be a valuable target for the treatment 
of depression (Garratt et al., 2007). Cognitive therapies 
have often focused on restructuring negative self-schemas, 
or core beliefs, about the self (e.g., “I am a failure”), and 
psychopharmacological interventions may also be effective 
in reducing negative self-schemas (Cuijpers et al., 2010; 
Hasler et al., 2020).

Until recently, extant research has focused on the role 
of negative self-schemas in depression and has theorized 
that depressed individuals hold fewer positive self-sche-
mas as an artifact of their enhanced negative self-schemas 
(Beck & Bredemeier, 2016). However, evidence suggests 
that depressed individuals do not just lack a positive self-
schema, rather they devalue or dampen positivity regard-
ing themselves (Collins et al., 2023a; Collins & Winer, 
2024; Winer & Salem, 2016). Thus, it has been suggested 
that depressed individuals hold both enhanced negative 
and dampened positive self-schemas (Collins & Winer, 
2024). Given this, it is important to identify interventions 
that can target both of these self-schemas.

Self‑Referential Encoding Task

The Self-Referential Encoding Task (SRET; Derry & Kui-
per, 1981) is an experimental paradigm that is well suited 
to assess self-schemas. In this task, participants view 
adjectives on the screen and are asked to respond ‘yes’ or 
‘no’ to whether a word describes them or not. Thus, the 
SRET can assess an individual’s self-schema, including 
whether the extent to which they hold positive or negative 
self-schemas (Dainer-Best, 2023). Meta-analytic findings 
indicate that depressed individuals hold both enhanced 
negative and dampened positive self-schemas; however, 
a difference emerges for individuals with more severe 
symptoms such that they endorse fewer positive words 
than negative words to describe themselves (Collins & 
Winer, 2024). Moreover, depressed individuals endorsed 
fewer positive words to describe themselves than nonde-
pressed individuals, but they endorsed an equal number 
of positive words as nondepressed individuals to describe 

another person (Collins & Winer, 2024). This evidence 
suggests that this devaluation of positivity is restricted to 
their self-views rather than their views of others. Taken 
together, these meta-analytic findings demonstrate a need 
for targeting positive self-schemas with psychological 
interventions, rather than only negative self-schemas, as 
commonly focused on in the SRET literature.

Digital Interventions

The increased use of digital interventions provide a unique 
opportunity to target positive self-schemas in depressed 
individuals. Digital interventions can help reduce the bur-
den placed on the individuals seeking treatment given that 
traditional in-person treatments can be expensive, time-
consuming, and inaccessible (Davies et al., 2020; Kumar 
et al., 2013; Wilhelm et al., 2020). Moreover, many digital 
interventions can be accessed via a smartphone app, tablet, 
or computer, providing the unique opportunity for individu-
als to access the intervention whenever and wherever they 
need to (Srivastava et al., 2020). Thus, digital interventions 
are a valuable tool that can be used to increase the scalability 
of mental health treatment to those who need it, and they are 
often much more cost-effective than traditional in-person 
treatments (Andersson & Cuijpers, 2009).

Positive Self‑Reference Training

Research has found a strong correlation between self-
schemas and depressive symptoms, (Dainer-Best et  al., 
2018a; Dobson & Shaw, 1987; Phillips et al., 2010). Cog-
nitive-behavioral therapy (Beck, 1976) can be utilized to 
address maladaptive negative cognitions; however, it does 
not place as much of an emphasis on positive cognitions. 
Relatedly, cognitive bias modification (CBM) interventions 
target specific cognitive biases, sometimes through the use 
of imagery-based techniques (Hallion & Ruscio, 2011). 
However, many prior CBM interventions have also primar-
ily focused on reducing negative thoughts, behaviors, and 
emotions. While these interventions address the increased 
negativity biases, they do not consistently demonstrate con-
sistency and frequently fail to directly address the decreased 
positivity biases experienced by individuals with depres-
sion, indicating a need for CBM interventions that focus on 
positive biases. Existing literature indicates that repeatedly 
encoding positive self-referent information through men-
tal imagery makes positive self-referent information more 
accessible, and imagery techniques that focus on the future 
might subvert the memory biases associated with depression 
(Bradley et al., 1995; Dainer-Best et al., 2018b; Hamami 
et al., 2011; Klein, 2013), providing a framework for an 
intervention focused on positive biases. Additionally, an 
ideal intervention would be digital to diminish the burden 
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on individuals seeking treatment (Davies et al., 2020; Kumar 
et al., 2013; Wilhelm et al., 2020).

The Positive Self-Reference Training (PSRT) aimed to 
address this need as a digital and imagery-based intervention 
focused on improving positive self-schemas in depressed 
individuals (Dainer-Best et al., 2018b). Before starting the 
training, participants were informed that the training aimed 
to “target unhelpful ways of thinking” and watched a 2-min 
video explaining the training. During the intervention, 
participants received positive cues twice on each training 
day. Examples of these cues include going to a café, being 
extremely interested in something, and receiving a gift. In 
response to the cues, participants created 3–5 min audio 
recordings in which they imagined and described future 
events that were specific, positive or fun, and involved them-
selves. These training sessions were completed every other 
day for 2 weeks during the intervention.

To investigate how positive self-schemas changed in 
response to the PSRT, Dainer-Best et al. (2018b) conducted 
a randomized controlled trial. Participants were randomized 
to either the PSRT or a no-training control condition (NTC). 
Participants in the NTC completed training sessions that 
were comparable to the PSRT and were likewise informed 
that their training aimed to “target unhelpful ways of think-
ing.” However, the NTC removed active ingredients of the 
PSRT. First, the NTC cues only included places (not positive 
experiences), such as a clothing store, a bedroom, and an 
office. Second, NTC participants were instructed to respond 
to the cues by imagining present locations that are generic, 
neutral, and involved objects and spaces, rather than future 
and self-oriented experiences.

The SRET was administered online to both conditions at 
baseline, 1 week (i.e., midway), and 2 weeks (i.e., comple-
tion) of the training to assess for changes in self-schemas. 
Findings revealed that participants in the PSRT group dem-
onstrated a significant increase in the number of positive 
words they endorsed as self-referential compared to those in 
the NTC group. In addition, both groups exhibited decreases 
in their endorsement of negative self-referential words. Nev-
ertheless, individuals in the PSRT condition did not show a 
significantly greater decrease in depression symptoms com-
pared to those in the NTC condition. Instead, both groups 
demonstrated a reduction in depression symptoms through-
out the study. Taken together, these findings suggest that an 
online imagery training can improve depressive symptoms 
and negative self-schemas; however, an online imagery 
training focused on positive imagery may be warranted for 
those depressed persons who show a specific devaluative 
positive self-schema (Collins & Winer, 2024).

Despite the promise of these findings, it remains unclear 
exactly who would benefit the most from this digital interven-
tion to improve their self-schemas. Initial findings indicate that, 
whereas many individuals in the PSRT group demonstrated an 

increase in their endorsement of positive self-referential words, 
there were some individuals who demonstrated no change, or 
worsening of their positive self-schemas (Dainer-Best et al., 
2018b). Thus, there is likely heterogeneity in participants 
that impacts who majorly benefited from the PSRT, and who 
received little benefit, or no benefit, from the PSRT. A further 
investigation into who is likely (or not likely) to benefit from 
the PSRT specifically is warranted to increase treatment match 
in the future.

Rationale

The purpose of the current study is to conduct a secondary 
analysis (Dainer-Best et al., 2018b) and investigate whether 
machine learning is capable of predicting changes in an 
individual’s self-schema after the PSRT. Specifically, we 
aim to determine whether participants’ characteristics (e.g., 
depressive symptoms, demographics, etc.) before starting 
the intervention can predict improvement after the inter-
vention targeting a depressed person’s positive self-schema. 
We hypothesized that our models would be able to predict 
changes in the endorsement of self-referential positive words 
from baseline features with a moderate performance. We also 
investigated the most influential features in the improvement 
of self-referential processing throughout the intervention as 
an exploratory analysis to better determine who would ben-
efit from the current digital intervention of a positive imagery 
training.

Methods

Participants

Participants were recruited to participate in a mood study using 
a variety of methods across the country. These included posts 
on Craigslist, ResearchMatch, and online postings through 
the University of Texas at Austin. Participants who provided 
online informed consent, their age, and completed the Center 
for Epidemiologic Studies - Depression scale (CES-D) were 
considered for eligibility. The eligibility criteria for enrollment 
into the study included (1) being between the ages of 18–45, 
(2) meeting criteria for at least mild depressive symptoms 
(CES-D > 13; Radloff, 1977), and being fluent in English. Par-
ticipants received compensation of $25 for their participation 
in the study; however, participants were able to earn up to $10 
extra (i.e., $35 total) if they completed extra training sessions.

Materials and Measures

Self‑Referential Encoding Task

The SRET is a behavioral task that can be used to investigate 
self-schemas. In the current study, participants completed 

Content courtesy of Springer Nature, terms of use apply. Rights reserved.



	 Cognitive Therapy and Research

the SRET on their own computer at home via Inquisit soft-
ware. Participants view words on the screen one at a time 
and are asked to quickly decide if a word describes them. 
The words remained on the screen until a selection was 
made, and participants were instructed to press the Q key to 
indicate that the word shown described them, and they were 
instructed to press the P key to indicate that the word shown 
did not describe them. Participants first completed a practice 
block of five words to become oriented with the task. Then, 
they completed the experimental block with 90 words (45 
positive and 45 negative) that were randomized, with each 
word being followed by a 1500 ms intertrial interval. The 
SRET was given at all three timepoints, and the same 80 
words were shown each time; however, 10 additional words 
(5 positive and 5 negative) were added at each timepoint, 
which were different at each time, resulting in 90 words total 
shown at each timepoint.

The SRET has demonstrated good internal consistency (ɑ 
= 0.93–0.97) and 1-week test-retest reliability (r = .87) for 
endorsement of positive words (Dainer-Best et al. 2018a). 
The endorsement of positive words showed good internal 
consistency in the current study across all three timepoints 
(ɑ > .92). Our primary variable of interest was changes in 
self-referential positive endorsement (i.e., the number of 
positive words that participants responded ‘yes’ to), so an 
outcome variable was calculated by summing the number 
of endorsed words at each time point. The changes score of 
endorsement of positive words also showed good internal 
consistency (ɑ = .86, 95% CI [.81, .89]). For further detail 
into the development of the current version of the SRET, 
including the word list, we direct readers to Dainer-Best 
et al. (2018b).

Center for Epidemiologic Studies‑Depression (CES‑D)

The CES-D is a 20-item self-report that assesses depres-
sive symptoms over the past week (Radloff, 1977). Items are 
scored on a four-point Likert scale from 0 (rarely or none of 
the time) to 3 (most or all of the time). A sum score can be 
created by summing all items and can range from 0 to 60, 
with greater scores representing greater depressive symp-
toms. Prior work has also identified four subscales (Shafer, 
2006), allowing for the examination of overall depres-
sive symptoms and a more nuanced examination of indi-
vidual factors of depression. The depressed affect subscale 
includes seven items that represent a primarily depressed 
mood (e.g., “felt depressed” and “felt sad”). The positive 
affect subscale includes four items that represent a lack of 
positive affect; however, items are reverse coded (e.g., “felt 
happy” and “hopeful about the future”). The somatic sub-
scale includes seven items that primarily represent appetite, 
sleep, and concentration difficulties (e.g., “appetite poor” 
and “restless sleep”). The interpersonal problems subscale 

includes two items that represent difficulties with social 
relationships (e.g., “people dislike me” and “people were 
unfriendly”). The CES-D has demonstrated adequate sensi-
tivity (median = 0.85) and specificity (median = 0.72; Vila-
gut et al., 2016).

Mood and Anxiety Symptom Questionnaire—Short Form 
(MASQ)

The Mood and Anxiety Symptom Questionnaire—Short 
Form (MASQ) is a 30-item self-report measure that assesses 
symptoms of general distress, including anxiety and depres-
sive symptoms, over the past week. Items are scored on a 
five-point Likert scale from 1 (not at all) to 5 (extremely). 
A sum score can be created by summing all items and can 
range from 30 to 150. Prior work has identified three sub-
scales, which contain ten items each (De Beurs et al., 2007; 
Wardenaar et al., 2010). The general distress subscale rep-
resents non-specific general distress or general negative 
affect (e.g., “felt hopeless” and “worried a lot about things”). 
The anhedonic depression subscale represents a lack of or 
reduced positive affect; however, items are reverse coded 
(e.g., “felt really happy” and “felt that I had a lot to look for-
ward to”). The anxious arousal subscale represents somatic 
symptoms of anxiety (e.g., “was short of breath” and “felt 
dizzy or light-headed”). The MASQ and its subscales have 
demonstrated good internal consistency (ɑ = 0.87–0.93), 
construct validity, and convergent validity with other psy-
chopathology measures (Wardenaar et al., 2010).

Procedure

The current study was approved by the Institutional Review 
Board at the University of Texas at Austin. The trial was 
pre-registered prior to beginning data collection at Clini-
calTrials.gov (NCT03056963; Dainer-Best, 2017). Prior to 
beginning the study, participants provided signed consent 
online via the Research Electronic Data Capture (REDCap; 
Harris et al., 2009) and then completed the CES-D. Par-
ticipants who scored a 13 or greater on the CES-D, which 
represents mild severity or greater of depressive symptoms, 
completed other self-report measures, including the MASQ 
and demographics. Participants were also asked to generate a 
personal, non-identifiable ID that could be used to link their 
survey responses to their other data throughout the survey. 
After completing the survey on REDCap, participants were 
then given instructions to download the Inquisit software 
to complete the SRET, which they completed at that time.

Participants who completed the REDCap survey and the 
SRET were randomized to either the PSRT or NTC condi-
tion. They were given background about the training that 
they were participating in (as described above) and received 
information about the training schedule and compensation. 
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To orient participants to the training, they completed prac-
tice cues that were neutral for all participants on the first day. 
For the intervention, they watched the imagery video on the 
first day and then completed two respective cue training ses-
sions every other day for 2 weeks. During the cue training, 
participants recorded themselves on their personal phones 
or computers using their microphones, and these recordings 
were automatically uploaded through Telegram or the web-
site. Participants were contacted via email as a reminder to 
complete at least four training sessions every other day.

Participants were asked to complete the CES-D, MASQ, 
and SRET on the fourth day of training after baseline and 
at the end of the intervention. If participants completed all 
three assessments (baseline, timepoint 1, timepoint 2) and 
at least 10 cue recordings, then they were compensated $25. 
If participants completed more than 10 cue recordings, they 
were paid an additional compensation of $10 maximum, 
which was scaled based on the number of extra recordings 
they completed. Eighty-seven participants completed the 
entire study, including the intervention and the baseline and 
timepoint 2 assessments [see Fig. 2 for the CONSORT flow 
chart in Dainer-Best et al. (2018b)].

Data Analytic Plan

Although the trial was pre-registered prior to data col-
lection, the current data analytic plan was not pre-regis-
tered. Our outcome variable of interest was changes in the 
number of self-referential positive words endorsed on the 
SRET at the timepoint 1 and at timepoint 2 (# of positive 
words endorsedT1 or T2 - # of positive words endorsedT0), 
with greater scores indicating an increase in self-referential 
endorsement of positive words. We excluded participants 
from our analyses who were missing SRET data at any 
timepoint, resulting in a final sample size of 77 participants 
(PSRT: 39 participants; NTC: 38 participants). Table 1 dem-
onstrates the demographics for participants by group.

We included the following baseline variables as features 
in the model to predict changes in endorsement of posi-
tive words: treatment condition (PSRT or NTC), CES-D 
sum score and subscale scores (somatic, depressed, posi-
tive, interpersonal), MASQ sum score and subscale scores 
(general distress, anhedonic depression, anxious arousal), 
number of negative words endorsed on the SRET, age, sex, 
ethnicity, race, type of residence, length of living at cur-
rent residence (years), length of living at current residence 
(months), marital status, total number of people in house-
hold, years of school completed, highest degree obtained, 
current student status, employment status, annual household 
income, current MDD episode, past MDD episode, age of 
first MDD episode, number of lifetime MDD episodes, prior 
diagnosis of an anxiety disorder, currently attending therapy, 
prior psychiatric hospitalization, and number of recordings 

completed during intervention. Prior to modeling, we scaled 
these features from [0, 1], which has been shown to increase 
model efficiency and performance (Shahriyari, 2019). We 
also dummy recoded categorical variables (e.g., race) to 
binary variables, given that some machine learning models 
cannot handle categorical variables, with a selection of a 
category (e.g., ‘Asian’ for the race variable) as 1 and a non-
selection of a category as 0.

After data preprocessing, we ran our ML model. Given 
the smaller sample size for the current study, we first evalu-
ated the performance of four commonly-used algorithms in 
ML on our training set to determine which ML algorithm 
would be best suited for our data. These algorithms included 
ridge, extreme gradient boosted tree, random forest, and 
k-nearest neighbors. Importantly, these algorithms were 
only trained on the training set and not the test set to avoid 
overfitting. Results from these evaluations indicated that 
k-nearest neighbors performed the best (algorithm = auto, 
n-neighbors = 2, weights = uniform), so we included these 
parameters in our final model with a nested CV. Specifically, 
we utilized a nested cross-validation (CV) approach with 10 
splits in Python (v3.9) and the k-nearest neighbors algorithm 
(algorithm = ball_tree, n-neighbors = 3, weights = uniform). 
Traditional approaches often use k-fold CV to split the data-
set (e.g., 5 splits) into training and test sets; however, this can 
be problematic and lead to biased and inaccurate results with 
smaller sample sizes (Vabalas et al., 2019). Rather, nested 
CV uses an iterative process to include each participant as 
an individual test set, providing unbiased results. Using this 
approach, the dataset is split into two loops: an outer loop 
and inner loop. In the outer loop, we split the data further 
into a training and test set such that each participant was held 
out as a test set once, with all other participants being used 

Table 1   Participant baseline demographics

Five participants were not given demographics, and thus total counts 
do not add up to 77 (PSRT = 39; NTC = 38).

Demographics PSRT group (n = 39) NTC group (n = 38)

Age 25.14(6.16) 27.82(7.99)
Gender 29 Women

7 Men
1 Other (“Gender-

queer”)

30 Women
5 Men

Ethnicity 34 Non-Hispanic
3 Hispanic

31 Non-Hispanic
4 Hispanic

Race 26 White
4 Asian
4 Black
3 Other

26 White
6 Asian
2 Black
1 Other

CES-D 25.67(9.82) 29.45(10.43)
MASQ 85.67(17.83) 88.89(15.70)
Current MDD episode 26 No

11 Yes
25 No
10 Yes
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in the training set (n = 76). Each training set was then evalu-
ated with the inner loop where it is again split into a train-
ing and validation set. Within the inner loop, we used the 
k-nearest neighbors algorithm on the training set and then 
evaluated the model on the validation set. Then, we used 
the resulting parameters on the test set (n = 1). Compared to 
more commonly used approaches, nested CV is more suit-
able to use with smaller sample sizes (Vabalas et al., 2019).

Models that demonstrated a moderate correlation or 
greater (r < 0.30) were further interpreted, as done in prior 
work (Collins et al., 2023b; Lekkas et al., 2022). Specifi-
cally, we utilized SHapley Additive exPlanations (SHAP) 
to provide a better understanding of which features were 
most important in influencing the model’s predictions of 
improvements in endorsement of self-referential positive 
words. This approach, based on the Shapley values of game 
theory, calculates the relative importance of each feature in 
the model’s prediction of the outcome variable (Lundberg 
& Lee, 2017). SHAP has previously been used to investi-
gate which features may be the most influential in predicting 
changes in symptoms following digital interventions (Col-
lins et al., 2023b; Price et al., 2022). As commonly done, we 
extracted the top five features that were the most influential 
to the model’s predictions.

Results

Our modeling approach indicated a moderate correlation 
(rTest = 0.33, rValidation = 0.41 ± 0.36) for predicting changes 
in the number of self-referential positive words endorsed on 
the SRET at timepoint 2 (i.e., 2 weeks from baseline) after 
the positive imagery training (see Table 2). We found a weak 
correlation (rTest = 0.09, rValidation = 0.05 ± 0.43) at timepoint 

1 (i.e., 1 week from baseline) and thus did not follow up with 
SHAP for timepoint 1 (see Fig. 1 for a scatter plot of the 
actual vs predicted values at each timepoint).

Participants’ endorsement of self-referential positive 
words increased, on average, from 19.57 to 23.71. Further 
investigation with a t-test revealed that there were no sig-
nificant differences between the PSRT group and the NTC 
group in changes in words endorsed (t = 0.93, p = 0.36); 
however, prior work using odd ratios found that participants 
in the PSRT demonstrated more of a clinically meaning-
ful change than participants in the NTC (Dainer-Best et al., 
2018b).

As noted above, we followed up our moderate model 
performance via SHAP for timepoint 2 only due to weak 
modeling performance at timepoint 1. We investigated the 
top 5 most important features in the model’s predictions at 
timepoint 2, and results indicate that the following features 
emerged as the most influential: treatment condition (i.e., 
NTC or PSRT), history of a prior diagnosis of an anxiety 
disorder, receiving a terminal’s bachelor degree, having a 
household income less than $25,000, and having a house-
hold income between $50,000 and $74,999 (see Fig. 2). 
Specifically, (1) being in the PSRT condition (compared to 
the NTC condition), (2) not having a prior diagnosis of an 
anxiety disorder, (3) having a terminal bachelor’s degree, 
and (4) having a household income less than $25,000 were 
predictive of an increase in the number of words endorsed 
as positive on the SRET. Interestingly, having a household 
income between $50,000 and $74,999 was predictive of a 
decrease in the number of words endorsed as positive on 
the SRET.

The only feature related to mental health that emerged 
was having a prior anxiety disorder diagnosis (i.e., no 
depression-related features). Thus, as an exploratory 

Fig. 1   Scatter plot of actual vs predicted values. Note Left figure represents the model’s performance at timepoint 1; right figure represents the 
model’s performance at timepoint 2
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analysis, we investigated whether any other features related 
to mental health emerged in the top 20 features. Findings 
revealed that having a past MDD diagnosis (#6), history of 
attending therapy (#11), having a current diagnosis of MDD 
(#17), and a previous psychiatric hospitalization (#20) were 
all within the top 20 features. Measures of symptoms (i.e., 
scores on the CES-D or MASQ) were not included in the 
20 features.

Discussion

The aim of the current study was to determine whether or not 
changes in positive self-schemas after a digital intervention 
could be predicted by baseline features to enhance treat-
ment match. To accomplish this aim, we utilized a machine 
learning approach to predict changes in the endorsement of 
self-referential positive words from pre- to post-intervention 
(i.e., baseline to timepoint 2) of a positive imagery train-
ing intervention. Our findings indicate that our model was 
capable of predicting changes in positive self-schemas after 

the intervention with a moderate correlation, solely using 
participants’ baseline features.

Interestingly, our model was not able to predict changes 
in positive self-schemas at timepoint 1 (i.e., 1 week after 
starting the intervention). This may indicate that a mean-
ingful change in self-schemas may not occur after a short 
period of time (i.e., 1 week or three intervention sessions), 
supporting the initial findings of Dainer-Best et al. (2018b). 
Little research has investigated the time frame in which self-
schemas may change, so the lack of findings after 1 week 
may indicate that a longer time frame is needed for one to 
develop the skills necessary for altering their self-schemas. 
Prior work has investigated how self-schemas change in 
response to cognitive-behavioral therapy and pharmaco-
therapy, with a steady improvement of positive self-schemas 
across 16 weeks of receiving either treatment (Quilty et al., 
2014). However, whether self-schemas can be altered in a 
shorter time frame in response to an intervention had not 
yet been investigated until the current research (Dainer-Best 
et al., 2018b). Future work can investigate the more precise 
time frame at which self-schemas change to further refine 
current interventions, including digital interventions such 
as the PSRT.

Investigation of the most influential features in the 
model’s predictions after the intervention indicated that 
the condition in which participants were assigned was the 
most influential such that those in the PSRT were more 
likely to demonstrate improvements in their positive self-
schemas. This finding supports the aim of the development 
of the PSRT, given that depressed individuals experience 
reduced positive self-schemas (Collins & Winer, 2024; 

Fig. 2   Top influential features in predicting changes in self-refer-
ential positive words endorsed from baseline to 2 weeks. Note   “<  
$25,000” and “$50,000–74,999” reflect self-reported Annual House-
hold Income. A high value (i.e., red) indicates a high value of the fea-
ture, and a low value (i.e., blue) indicates a low value of the feature. 
Given that all variables that emerged as most influential in this figure 

were binarized (e.g., yes or no), there are only high and low values in 
the SHAP plot (e.g., no moderate). Negative SHAP values indicate 
a decrease in the number of positive words endorsed (timepoint 2—
baseline), and positive SHAP values indicate an increase in the num-
ber of positive words endorsed (Color figure online)

Table 2   Modeling results

Model outcome Test set Validation set(s)

Correlation (r) Correlation (r) Standard 
deviation (Z 
score)

Timepoint 1 0.09 0.05 0.43
Timepoint 2 0.33 0.41 0.36
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Dainer-Best et al., 2018b); however, it may also support 
the claim that including a vague, neutral imagery train-
ing is beneficial but not sufficient enough to improve 
self-schemas. Taken together with the initial findings of 
Dainer-Best et al. (2018b), which indicated that individu-
als in the PSRT experienced a greater improvement in both 
their positive and negative self-schemas compared to the 
NTC group, the current findings reiterate the general abil-
ity of a positive imagery digital intervention to improve 
self-schemas.

The findings from our SHAP plot also indicate that not 
having a history of an anxiety diagnosis was influential in 
the model’s prediction of improvements in positive self-
schemas. Depression and anxiety are highly comorbid with 
one another, and comorbid psychopathology is predictive 
of poorer treatment outcomes (Choi et al., 2020; Pearson 
et al., 2019). Thus, it is reasonable that individuals in the 
current study who self-reported a previous or current anxi-
ety disorder did not respond as well to this digital interven-
tion. Prior work has indicated that depressed individuals 
with anxiety may take longer to respond to treatments than 
depressed individuals without anxiety However, features 
directly related to depression (e.g., history of MDD) did 
not emerge within the top five most influential features. 
Given that SHAP evaluates relative feature importance, 
it may be that the top features (e.g., treatment condition 
and history of an anxiety disorder) contribute to a greater 
explainability than the depression-related features. Impor-
tantly, the correlations between depression-related features 
at baseline and changes in positive words endorsed were 
all non-significant. In addition, the sample recruited in the 
current study had to endorse at least mild depressive symp-
toms, which may indicate that their depression-related fea-
tures were truncated given that these were measured at 
baseline (i.e., a skewed rather than normal distribution).

Lastly, several demographic features emerged as influ-
ential in the model’s predictions, including having an 
income of less than $25,000, having a terminal Bache-
lor’s degree, and having an income between $50,000 and 
$74,999. Follow-up analyses revealed that these features 
were not significantly related to engagement in the inter-
vention (e.g., completing more recordings). Although 
employment status did not emerge as an important pre-
dictor, it is closely related to income. Thus, our findings 
do provide some support for prior research showing that 
employment status is an important predictor of treatment 
response (DeRubeis et al., 2014; Huibers et al., 2015). 
Future research can aim to investigate how individual 
patient characteristics, including household income and 
education level, may impact symptom outcomes after a 
digital intervention to better increase treatment match 
(Moshe et al., 2021).

Strengths and Limitations

There are several strengths to the current study. First, par-
ticipants were recruited across the United States and self-
reported elevated depressive symptoms, which may make 
these findings more generalizable to a clinical population 
(i.e., those diagnosed with MDD); however, replication 
using a clinical sample is warranted to better investigate 
these findings in individuals with an MDD diagnosis. Sec-
ond, given the nature of nested CV, we were also able to 
test and train the model on every single participant in the 
dataset, which can help to prevent overestimation of the 
model’s parameters. Third, the modeling approach utilized 
a longitudinal design such that we used baseline features 
to predict future symptom change, and we used SHAP to 
provide further detail of the model’s introspection. These 
are particularly important to establish temporal precedence 
and determine who will benefit the most from the current 
digital intervention.

Although there are several notable strengths discussed 
above, there are also a few limitations to discuss. First, as 
noted above, the trial was pre-registered but the current 
data analytic plan and hypotheses were not pre-registered. 
This study was largely exploratory in nature to determine if 
ML models could predict changes in self-referential biases; 
however, we did not have any specific hypotheses regard-
ing which features would emerge as the most important in 
the model’s predictions. In addition, we did not have any 
a priori decisions regarding the specific ML algorithm 
and parameters given that prior work predicting symptom 
changes after an intervention have utilized different algo-
rithms, including, but not limited to, random forest (Horn-
stein et al., 2021), ensemble models (Gyorda et al., 2023; 
Jacobson & Nemesure, 2021), and extreme gradient boosted 
machine learning models (Collins et al., 2023b; Lekkas 
et al., 2021). Thus, given the exploratory nature and lack of 
a priori methodological decisions, we did not pre-register 
the current study but do agree that pre-registration should 
be done whenever possible, including when there are clear 
hypotheses and methodological decisions. As such, the lack 
of pre-registration for the current study is a large limitation, 
and future work wanting to investigate whether these find-
ings replicate in a different sample should pre-register their 
hypotheses and analytic plan. Second, a large number of par-
ticipants were lost to attrition in the original sample Dainer-
Best et al., 2018b), resulting in a smaller sample size for the 
current analysis. Although this limitation was circumvented 
by using nested CV, recent research has noted limitations 
with machine learning when generalizing to other samples 
(Chekroud et al., 2024), so it is important for future work to 
further investigate generalization in other samples, includ-
ing within persons who meet diagnostic criteria for MDD, 
and investigate the factors that may contribute to participant 
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dropout to enhance completion, including symptom sever-
ity and demographics. Third, although endorsement on the 
SRET is an important metric for investigating self-schemas, 
prior work has shown that recall may be as important to 
best capture biases, as demonstrated by larger meta-analytic 
effect sizes (Collins & Winer, 2024). Thus, future work can 
investigate how recall of self-referential words changes after 
a digital intervention. Fourth, as noted in the original trial 
paper, positive self-schemas improved more in the PSRT 
condition than the NTC group, but the two groups did not 
differ on their improvement in depressive symptoms. Thus, 
we focused on whether or not ML could predict changes 
in positive self-schemas, rather than depressive symptoms. 
However, it is important to also investigate who would bene-
fit from a digital intervention like the PSRT to improve their 
depressive symptoms. Thus, future work with larger sample 
sizes and persons diagnosed with MDD could evaluate how 
ML models predict changes in self-schemas and depressive 
symptoms, as well as which participant characteristics may 
influence treatment outcomes for both of these constructs.

Conclusion

The current study highlights the utility of using machine 
learning to predict treatment outcomes following a digi-
tal intervention focused on enhancing positive biases. Our 
findings provide insight into the participant characteristics 
that may be the most influential in predicting treatment 
outcomes. Moreover, the current work provides important 
implications into who may benefit the most, based on their 
baseline features, from the current digital intervention to 
improve positive self-schemas in depression. Future work 
can aim to replicate these findings in a larger sample with 
more severe depressive symptoms.
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