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ABSTRACT

Background: Machine learning techniques offer promise to improve suicide risk prediction. In the current sys-
tematic review, we aimed to review the existing literature on the application of machine learning techniques to
predict self-injurious thoughts and behaviors (SITBs).

Method: We systematically searched PsycINFO, PsycARTICLES, ERIC, CINAHL, and MEDLINE for articles pub-
lished through February 2018.

Results: Thirty-five articles met criteria to be included in the review. Included articles were reviewed by out-
come: suicide death, suicide attempt, suicide plan, suicidal ideation, suicide risk, and non-suicidal self-injury. We
observed three general aims in the use of SITB-focused machine learning analyses: (1) improving prediction
accuracy, (2) identifying important model indicators (i.e., variable selection) and indicator interactions, and (3)
modeling underlying subgroups. For studies with the aim of boosting predictive accuracy, we observed greater
prediction accuracy of SITBs than in previous studies using traditional statistical methods. Studies using machine
learning for variable selection purposes have both replicated findings of well-known SITB risk factors and
identified novel variables that may augment model performance. Finally, some of these studies have allowed for
subgroup identification, which in turn has helped to inform clinical cutoffs.

Limitations: Limitations of the current review include relatively low paper sample size, inconsistent reporting
procedures resulting in an inability to compare model accuracy across studies, and lack of model validation on
external samples.

Conclusions: We concluded that leveraging machine learning techniques to further predictive accuracy and
identify novel indicators will aid in the prediction and prevention of suicide.

1. Introduction

previous SAs, SP, SI, and NSSI represent some of the strongest pre-
dictors of future suicidal behavior (Ribeiro et al., 2016) and even death

Suicide is a major public health problem, with an estimated 800,000
deaths as a result of suicide each year (WHO, 2014), ranking it the
second leading cause of death among ages 10-34 (Center for Disease
Control and Prevention [CDC], 2016). Nonfatal suicide attempts (SA; a
non-fatal, self-directed, potentially injurious behavior with an intent to
die as a result of the behavior), suicidal planning (SP; formulation of a
specific method through which one intends to die), suicidal ideation (SI;
thinking about or considering suicide) and non-suicidal self-injury
(NSSL; self-directed injurious behavior without an intent to die as a
result of the behavior) are also of significant concern given that they are
associated with substantial personal, family and economic burden (e.g.,
Crosby et al., 2011; Nock, 2009; Shepard et al., 2016). Moreover,
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by suicide (Shepard et al., 2016). Although a large body of research has
aimed to identify those at risk for suicide and nonfatal SAs, a recent
large meta-analysis suggests that our ability to predict these behaviors
has remained limited over the past five decades (Franklin et al., 2017).
Similarly, the prediction of NSSI has continued to be weak (Fox et al.,
2015). In part, the field has been limited by an over-reliance on tradi-
tional statistical approaches (Franklin et al., 2017), which often re-
stricts the number of variables that can be simultaneously examined,
thus forcing researchers to use overly simplistic models for prediction.
Given the complexity of suicide, such approaches have hampered our
ability to inform clinical decision making in a meaningful way (e.g.,
Curtin et al., 2016; Walsh, Ribeiro, & Franklin, 2017).

! Taylor A. Burke and Brooke A. Ammerman contributed equally towards first authorship for this study.

https://doi.org/10.1016/j.jad.2018.11.073

Received 10 August 2018; Received in revised form 20 October 2018; Accepted 11 November 2018

Available online 12 November 2018
0165-0327/ © 2018 Elsevier B.V. All rights reserved.


http://www.sciencedirect.com/science/journal/01650327
https://www.elsevier.com/locate/jad
https://doi.org/10.1016/j.jad.2018.11.073
https://doi.org/10.1016/j.jad.2018.11.073
mailto:taylor.burke@temple.edu
https://doi.org/10.1016/j.jad.2018.11.073
http://crossmark.crossref.org/dialog/?doi=10.1016/j.jad.2018.11.073&domain=pdf

T.A. Burke et al.

To help address the limitations of traditional statistical approaches,
psychological research has recently begun utilizing machine learning
(ML) techniques (McArdle & Ritschard, 2014). Traditional approaches
constrain predictive accuracy in several important ways that are at-
tended to in ML methods. For example, traditional approaches greatly
minimize the number of predictors and interactions that can be ex-
amined simultaneously and impose linearity on relationships that likely
have more complex associations (McArdle & Ritschard, 2014;
Morgan, 2005). On the other hand, ML approaches allow for the si-
multaneous testing of numerous factors and their complex interactions
(McArdle & Ritschard, 2014). They also allow for non-linearity in
producing predictive models. Furthermore, traditional statistical
methods rely on the researcher to define the relation between pre-
dictors and outcomes a priori. In turn, this prevents the consideration of
innumerable pathways likely present in the prediction of complex
psychological phenomena (i.e., suicide-related events). Instead, ML
techniques are able to iteratively test all possible relationships and
identify the superlative set of algorithm operations to augment accu-
racy (McArdle & Ritschard, 2014).

2. Current study

The advantages of ML approaches have the potential to significantly
impact prediction of suicide-related events, and thus, improve suicide
prevention and intervention efforts. Given the recent popularity of ML
implementation, the aim of the current study was to conduct a sys-
tematic review of empirical articles employing ML techniques to im-
prove prediction and classification of suicidal and/or non-suicidal self-
injurious thoughts or behaviors (SITB) to (1) determine the extent these
methods have been applied and (2) summarize their findings. Through
reviewing this body of literature, we also aimed to identify important
future directions in the field and comment on how ML techniques may
be used to improve suicide risk identification, in addition to clinical
decision making and intervention.

3. Method

Our electronic search targeted papers published through February
2018 in the following databases: PsycINFO, PsycARTICLES, ERIC,
CINAHL, and MEDLINE. Search terms included were: (a) “data mining”
or “statistical learning” or “machine learning” or “big data” or “ex-
ploratory analyses”; (b) “self-harm” or “non-suicidal self-injury” or
“nonsuicidal self-injury” or “NSSI” or “self-injury” or “self-injurious
behaviors” or “self-mutilation” or “deliberate self-harm” or “cutting” or
“self-cutting” or “self-burning” or “self-poisoning”; and (c) “suicide” or
“self-injury” or “suicidality” or “self-harm” or “suicide” or “suicidal
behavior” or “suicide attempt” or “suicide death” or “suicide plan” or
“suicide thoughts” or “suicide ideation” or “suicide gesture” or “suicide
threat.”

”»

3.1. Inclusion criteria

The following inclusion criteria were employed: (a) inclusion of one
or more of the following outcomes: non-suicidal self-injury, suicidal
ideation, suicide planning, suicide attempt, suicide death; (b) employ-
ment of a machine learning technique to predict a SITB outcome; (c)
inclusion of original empirical data; (d) written in English; and (e) peer
reviewed (e.g., could not be a published dissertation study).

3.2. Data analyses implemented

In characterizing the types of ML analyses performed, we divided
techniques into three over-arching categories or camps. The traditional
delineation in ML is between unsupervised (e.g., clustering, principal
components analysis) and supervised (e.g., regression, decision trees,
random forests). However, since no papers in the current review used
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unsupervised learning, we only detail supervised methods. The first is
the use of regularized regression (also known as penalized regression,
lasso, elastic net, shrinkage and others). This family of methods is si-
milar to the use of ordinary least squares but builds in a penalty term
specifically to remove predictors from the model. This can be viewed as
a more contemporary form of variable selection (as opposed to stepwise
regression).

The second camp is decision trees, which can be characterized as an
interpretable nonlinear method. A tree structure automatically in-
corporates interactions between predictors, along with step functions,
to model nonlinear effects. In the creation of a decision tree, a subset of
the predictors (those that are related to the outcome) are used to split
on to maximize the variance explanation (or reduce misclassification
with a categorical outcome) of the dependent variable, which in turn
creates splits at optimal cutoff values of predictors. After a tree is
constructed, with splitting occurring until misfit can no longer be re-
duced, it is common to “prune” the tree structure, creating smaller trees
that can demonstrate increased generalizability while being easier to
interpret. Tree methods that have a singular outcome create predictions
that allow for comparisons with the actual outcome of interest, al-
lowing for the calculation of accuracy in the case of categorical out-
comes, or r-squared in the case of continuous outcomes. More complex
models, such as structural equation model (SEM) trees, keep the tree
structure, but splits are based on the SEM as the outcome. Similar to the
use of mixture models, this allows for more complex group differences,
such as differing slopes in a latent growth curve model.

In the third camp fall less interpretable (in some cases “black box”)
methods that have increased predictive power over both penalized re-
gression and decision trees. For example, random forests and boosting
fit an ensemble (e.g., hundreds or thousands) of decision trees to in-
crease the predictive power, while losing the interpretable tree struc-
ture. Although the interpretable tree structure is sacrificed, both
boosting and random forests produce variable importance measures, a
ranking of which predictors are used more and improve prediction
across the hundreds (or thousands) of trees. Support vector machines
increase the dimensionality of the model by creating new combinations
of predictors in an attempt to find an optimal line (hyperplane) that can
better bisect the classes.” With each of the methods that fall into the
third camp, some degree of inference is sacrificed in favor of prediction.

Some articles in the current review used multiple methods falling in
more than one camp, which allowed for comparing the use of more
interpretable methods (e.g., elastic net regression, decision trees) to
what can be gained by less interpretable methods (e.g., random forests,
support vector machines). Given that several included articles used
multiple methods, the employed methods are outlined in Table 1, as
opposed to explicitly stated throughout the results section.

4. Results
4.1. Data extraction

Of the 288 studies produced by the search, 26 articles met inclusion
criteria. The reference sections of these articles were examined, as were
relevant articles in the literature, for additional, potentially pertinent
articles not included in the initial electronic search (see Fig. 1). The
final sample (35 articles) was further evaluated for type of outcome and
grouped by category (articles could be included in more than one ca-
tegory). Studies were considered to fall into the suicide risk category if
there was not a delineation between SITBs. See Table 1 for details of
identified studies, including outcome category, sample description,
study design, analyses used, and indicator information (when

2 This is related to Fisher's linear discriminant analysis (LDA), where LDA also
creates a hyperplane to separate classes, albeit with much more restrictive as-
sumptions.
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Table 1 (continued)

Model Statistics

Indicator Categories

Number of
Indicators

Statistical Analysis

Outcome Variable

Study Design

Sample Size

Sample Description

Authors, Year

(Overall N;
Target N)

R?>=0.48

Externalizing psychopathology,
Internalizing psychopathology,

Prior SITBs

26

Lasso regression; Random

Cross-sectional ~ Frequency of non-

712; 712

Undergraduate students
with a history of non-

Ammerman et al., 2017b

forests (CV: bootstrapping)

suicidal self-injury

suicidal self-injury® (U.S.)

not reported / unable to determine; Superscripts in Sample Description represent the setting from which participants were recruited and/or data was collected:
Data from existing database (e.g., national database, electronic medical record); Country of data collection is included in parentheses in Sample Description column;

Psychiatric inpatient hospital,

Emergency department,
Outpatient setting (e.g., psychiatric outpatient clinic, general hospital),

Community setting (e.g., general community recruitment),

Academic setting (e.g., high school, university),

* studies were included in more than one category due to having more than one SITB outcome;

Note: SITB = Self-injurious thoughts and behaviors;
+
1
2
3
4
5
6

definition of suicide risk is reported as defined by the authors; CV = cross-validation; Decision trees may also be referred to as classification trees, regression trees, and recursive partitioning

a
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available). Indicators (predictors) were classified into 18 different
broad categories (adapted from Franklin et al., 2017) (see Table 2).

4.2. Performance metric(s) extraction

Across the different types of methods, the performance metrics that
should be reported depend on the distribution of the outcome. For
single, categorical outcomes, metrics such as accuracy and the area
under the receiver operating characteristic curve (AUC) capture how
well the classes are predicted. Whereas accuracy needs to be examined
with respect to the class proportion, the AUC marries both sensitivity
(prediction of the positive class) and specificity (prediction of the ne-
gative class). AUC can be examined graphically, as the curve depicts the
sensitivity and specificity values across the range of cutoffs for class
membership. Most machine learning methods create predicted class
probabilities, then requiring the user to either use the default prob-
ability of 0.5 (those with predicted probabilities > 0.5 are assigned to
class one) or use a different cutoff that better reflects the cost for mis-
classifying both classes. For both accuracy and AUC, values closer to
one indicate better performance, however, more specific metrics should
be examined (and reported) to determine how this relates to predicting
each class or where the model is “off”. Additionally, there are more
fine-grained metrics, such as Positive Predictive Values (PPV) or
Negative Predictive Values (NPV), that measure the accuracy of the
predicted values of the positive and negative conditions, as opposed to
the true condition (as in sensitivity and specificity). For imbalanced
outcomes, it is often more informative to focus on metrics such as PPV
(also known as precision) or sensitivity (also known as recall) that
quantify the quality of prediction for only the positive cases. For single,
continuous outcomes, metrics such as the root mean squared error
(RMSE) or r-squared are generally reported. Methods that model more
complex forms of outcomes can result in improvements in the log-
likelihood (as in having a structural equation or multilevel model), or
other performance metrics.

An additional component of reporting performance metrics is
whether they are calculated on the entire sample, a holdout (i.e., test)
sample, or through using cross-validation (CV) or bootstrapping, or a
combination. Although the evaluation performance on a holdout da-
taset (treating the model as fixed “predicting” on the never before used
sample), there are drawbacks to this approach when the sample size is
not large (e.g. Steyerberg and Harrell, 2016). The use of CV and/or
bootstrapping is generally used for two purposes: to select the optimal
values of the tuning parameters, and to derive a more realistic estimate
of model performance. Most studies reported using some form of CV to
assess model performance, however, less information was reported for
the selection of tuning parameter. Additionally, when pairing CV or
bootstrapping with an imbalanced outcome, it may be necessary to
stratify the assignment of the minority class to be evenly distributed
across the folds (or bootstrap samples). Few studies reported the use of
stratified CV.

Even studies that focus mostly on inference should, in most cases,
provide model performance metrics, as model interpretations should be
examined in light of the prediction performance. Not all included ar-
ticles reported a model performance metric; however, when available,
they are reported in the results section. If multiple model performance
metrics were reported (i.e., for each of the multiple models), only the
metrics for the best performing models and/or the model highlighted by
the study authors are reported (see Table 1). Given the inconsistency of
model performance statistics across ML techniques, it was not appro-
priate to conduct a meta-analysis; instead, main findings from the in-
cluded articles are outlined below.

4.3. Suicide death

Our systematic review identified five studies that used ML techni-
ques to predict suicide death. All studies utilized either U.S. veteran or
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were removed = 288

Total number of potentially relevant papers
based on initial search criteria once duplicates

Paper not meeting inclusion criteria

A

based on title and abstract =218

Papers retrieved for detailed evaluation = 70

Included =26

Excluded:
24 = excluded due to insufficient
outcome

4

13 = excluded due to
inappropriate analysis

7 = excluded due to not peer
reviewed

more detail = 12

Papers retrieved from reference review of
paper retrieved/examination of literature for

Included=9

Excluded:
2 = excluded due to insufficient
outcome
1 = excluded due to inappropriate
analyses

A 4

Final number of included papers = 35

Suicide death=5
Suicide attempt = 14
Suicide plan =1
Suicidal ideation =10
Suicide risk =8

Non-suicidal self-injury =

3

Fig. 1. Study inclusion flow chart.

Table 2

Clas:

sification categories for indicators.

DU A WN =

O 0 N

10.
11.
12.
13.
14.
15.
16.
17.

. Biology (e.g., genes)

. Screeners (e.g., screening instruments, patient prediction)

. Cognition (e.g., problem-solving, intelligence)

. Demographics (e.g., gender, age)

. Externalizing psychopathology (e.g., substance abuse, aggression)

. Family history of psychopathology (e.g., relative suicide attempt, maternal

depression)

. General psychopathology (e.g., number of psychiatric diagnoses)
. Internalizing psychopathology (e.g., mood disorders, hopelessness)
. Linguistic features (e.g., language characteristics of social media posts or clinical

notes, linguistic and acoustic responses to open-ended questions)
Military characteristics (e.g., number of deployments)

Normative personality traits (e.g., openness)

Physical health (e.g., migraines, weight)

Psychosis (e.g., schizophrenia)

Prior SITBs (e.g., presence and features of previous SITBs)
Exposure to SITBs (e.g., friend suicide attempt)

Social factors (e.g., stressful life events, abuse history)

Social media use features (e.g., number of posts)

. Treatment history (e.g., hospitalizations, specific medication use)

service member samples and employed a longitudinal design. The
majority of studies used electronic medical record (EMR) variables as
indicators and included between 8 and 979 (M = 447.25) indicators in
their models. Most of the identified studies employed multiple ML
techniques to predict suicide death (M = 3.6; Range = 1-9).

First, three studies utilized ML to improve prediction of suicide
death among those with varying psychiatric histories (Kessler et al.,
2015; Kessler et al., 2017a, 2017b). Among service members with
baseline psychiatric hospitalization, ML model AUCs ranged from
0.71-0.89 in predicting suicide death (Kessler et al., 2015). Findings
demonstrated that certain demographic (e.g., male, enlisting at 27 or
older), contextual (e.g., having access to firearms), and psychiatric and
behavioral history (e.g., crime perpetration, SITB history, prior psy-
chiatric treatment) factors were selected as important in the model.
Similarly, among service members with a baseline outpatient mental
health visit, ML models predicting suicide 26 weeks after index out-
patient visit demonstrated AUCs of 0.72 for service members with prior
psychiatric hospitalization(s), 0.61 for service members without prior
hospitalizations, and 0.66 for a combined sample (Kessler et al.,
2017b). AUCs improved when predicting suicide deaths five weeks after
index visit. History of SITBs and mental health treatment characteristics
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were identified as important indicators among service members with
prior psychiatric hospitalization, whereas physical health conditions
and recent crime perpetration emerged as important indicators for
those without psychiatric hospitalization, suggesting possible divergent
causal processes for these subgroups (Kessler et al., 2017b). Finally,
research was extended to veterans who died by suicide and time-mat-
ched controls. While authors did not discuss important indicators in
their models, results demonstrated that the highest performing ML
model evidenced a sensitivity of 2.7% and 10.7% among veterans
identified at the top 0.1% and 1% of suicide risk within the healthcare
system, respectively (Kessler et al., 2017a).

Research predicting suicide death has also utilized ML to identify
risk factor interactions to classify those at high-risk for suicide
(Ilgen et al., 2009). Among veterans diagnosed with depression, a three-
way interaction was identified, where individuals who identified as
non-African American with a substance use disorder and who were
psychiatrically hospitalized within the past year were at highest risk for
suicide (Ilgen et al., 2009). A final study among veterans utilized nat-
ural language processing to identify important words in unstructured
clinical notes that distinguished those who died from suicide. Words
highlighted as important fell under the categories of patient behavior
(e.g., agitation, frightened), physical health conditions (e.g., cardiac,
gastrointenstinal) and care descriptors (i.e., integrated) (Poulin et al.,
2014). For models including only single words, accuracy estimates
ranged from 46-65%; for models including phrases, accuracy estimates
improved, ranging from 52-69% (Poulin et al., 2014).

4.4. Suicide attempt

Our systematic review identified 14 studies that used ML techniques
to predict SAs. The adult sample characteristics varied, and one study
examined an adolescent sample. All studies were cross-sectional in
design, with the exception of one longitudinal study. The majority of
studies utilized EMR variables as indicators. The identified studies in-
cluded between 16 and 1328 (M = 207.58) indicators in their models.
Approximately half of the studies employed multiple ML techniques to
predict SA (M = 2.07; Range = 1-7).

The single identified longitudinal study utilized a sample of adults
who had a EMR documented self-injury code (Walsh et al., 2017). Re-
searchers developed ML models based on EMR indicators to predict SA
over varying timeframes (AUCs = 0.80-0.84), with model performance
increasing closer to time of SA (from 720 days to 7 days prior to the SA)
(Walsh et al.,, 2017). Recurrent depression with psychosis, schizo-
phrenia, and schizoaffective disorder, in addition to evidence of prior
SITB, were consistently ranked as important. Age and substance use
dependence increased in importance in shorter timeframes, whereas
certain medication classes (e.g., serotonin reuptake inhibitors, benzo-
diazepines) appeared more important over greater timeframes
(Walsh et al., 2017).

Four studies used samples of adults who were either hospitalized or
admitted to the emergency department due to suicidal behavior and/or
psychiatric concerns. Delgado-Gomez et al. (2016) employed ML to
differentiate between adults presenting with a first SA and those with
no SA. The accuracy of the model was 81.4% (sensitivity = 0.87; spe-
cificity = 0.86; precision = 0.86), and indicators identified as im-
portant in the model included feelings of emptiness, arguments with
spouse, tantrums/angry outbursts, history of adult SITB, and self-con-
trol (Delgado-Gomez et al., 2016). Similarly, ML was used to classify
presence of SA versus controls (which included participants reporting
SI) (Metzger et al., 2017). The two best performing models achieved
sensitivity of 0.95-0.96 and PPV of 0.93-0.97; important indicators in
these models were not outlined (Metzger et al., 2017). Similar methods
were also used to differentiate between single versus repeated SAs,
however, findings focused on identifying the most influential indicators
in the models (Lopez-Castroman et al., 2011). Authors highlighted age
as an important indicator (sensitivity = 0.51; specificity = 0.97;
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precision = 0.76), in addition to the presence of an anxiety disorder,
alcohol/drug use diagnosis, marital status, and previous SITB char-
acteristics (average AUC = 0.71; Lopez-Castroman et al., 2011). Fi-
nally, Baca-Garcia et al., (2010) extended findings to examine biolo-
gical factors that may predict lifetime SA among males. ML algorithms
included 840 total single nucleotide polymorphisms selected from 312
central nervous system genes. Three single nucleotide polymorphisms
were identified as having the most explanatory power in SA classifi-
cation, which, when considered together, accurately classified 69% of
the sample (sensitivity = 0.54, specificity = 0.80, positive likelihood
ratio = 2.71, negative likelihood ratio = 1.75); these estimates were
found to remain relatively stable in a replication sample (Baca-
Garcia et al., 2010). An additional fifth study employed ML to predict
recent and remote SA history among a sample diagnosed with mood,
schizophrenia spectrum, or personality disorders (Mann et al., 2008).
Mann et al. (2008) found that current SI was the most important pre-
dictor of recent SA status (AUC = 0.80, sensitivity = 0.73, specifi-
city = 0.80, PPV = 0.58) whereas lifetime aggression was the most
important predictor of remote SA status (AUC = 0.65, sensi-
tivity = 0.89, specificity = 0.36, PPV = 0.44). Borderline personality
disorder and depression further differentiated positive and negative
cases among recent and remote attempters, respectively (Mann et al.,
2008).

The three following studies included samples receiving outpatient
mental health care. Passos et al. (2016) recruited adults with major
depression or bipolar disorder diagnoses and classified lifetime SA
history. Accuracy of the methods ranged from 65% to 72%, with the
highest accuracy model evidencing an AUC of 0.77, 0.72 sensitivity,
and 0.71 specificity. Across models, several indicators were identified
as most important, including previous hospitalization(s) for depression,
a history of psychosis, and comorbid conditions of cocaine dependence
and post-traumatic stress disorder (Passos et al., 2016). Similar findings
were demonstrated in the prediction of lifetime SA among a sample of
adults diagnosed with schizophrenia spectrum disorders. Of all classi-
fiers, the most predictive model observed the following performance
metrics: AUC = 0.71, accuracy = 0.67, sensitivity = 0.64, specifi-
city = 0.68. Important indicators in the models included duration of
illness, number of hospitalizations, childhood emotional and physical
abuse, and lifetime drug abuse/dependence (Hettige et al., 2017). Fi-
nally, the current review identified a study that classified past one-
month, one-year, and lifetime SA among individuals with depression
and anxiety disorders. Using 31 self-report psychiatric questionnaires,
ML models were found to have greatest accuracy of predicting past one-
month SAs (AUC = 0.93, accuracy = 93.7%, sensitivity = 0.12, speci-
ficity = 0.99; past one-year model: AUC = 0.89, accuracy = 90.8%,
sensitivity = 0.33, specificity = 0.98; lifetime model: AUC = 0.87, ac-
curacy = 87.4%, sensitivity = 0.77, specificity = 0.91). Of all scales
included, the Emotion Regulation Questionnaire exhibited the greatest
contribution to classification performance (Oh et al., 2017).

Although the five final studies predicting SA all utilized community
samples, they were novel in sample subsets of interest or in collection
methods. The first study was the only to focus on adolescents (i.e.,
middle and high school students; Bae et al., 2015). The use of ML
techniques resulted in a model with 90% accuracy in predicting past
year SA. Factors identified as important included depression, de-
linquency, family intimacy, and stress. Another study supported the
role of interpersonal factors in predicting lifetime SA history among a
community sample of Filipino American adults with a SI history. The
two most important predictors identified were the number of family
relatives living within a 90-minute drive and family conflict
(Kuroki, 2015). A similar study examined a nationally representative
sample of Asian Americans and found that among those with a history
of lifetime SI, the important predictors of lifetime SA identified were
family conflict, family support, and unfair treatment due to dis-
crimination  (sensitivity = 0.75, specificity = 0.39, PPV = 0.39,
NPV = 0.75) (Kuroki and Tilley, 2012). Using primarily NSSI
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characteristics as model indicators, another study employed ML tech-
niques to predict lifetime SA among undergraduates with a history of
NSSI. The model with greatest performance achieved an AUC of 0.75.
Despite the inclusion of SI and SP as indicators, variables selected as
important across ML models were NSSI characteristics (i.e., anti-suicide
function of NSSI, number of NSSI scars, and history of medical treat-
ment due to NSSI) (Burke et al., 2018). In an attempt to differentiate
undergraduate students with SI from those with SA, functional mag-
netic resonance imaging (fMRI) was used to examine group differences
in the neural representations of positive, negative, and suicide-related
concepts. Using ML, authors identified a model that differentiated those
reporting a SA with 94% accuracy (sensitivity = 1, specificity = 0.88,
PPV = 0.90, NPV = 1). The concepts that best discriminated between
groups were ‘death’, ‘lifeless’, and ‘carefree’ (Just et al., 2017).

4.5. Suicide planning

Our systematic review identified one study that used ML techniques
to predict recent SP among those with a history of NSSI, utilizing 62
indicators, primarily reflecting NSSI characteristics. The model with the
greatest performance achieved an AUC of 0.89. Across the ML models,
results suggested that depressive symptoms and the endorsement of the
anti-suicide function of NSSI were the two most important predictors
(Burke et al., 2018).

4.6. Suicidal ideation

Our systematic review identified ten studies that used ML techni-
ques to predict SI. Studies utilized various samples, ranging from adult
primary care patients to community adult and adolescent samples. The
majority of studies employed cross-sectional designs, however four
studies utilized longitudinal designs. Models incorporated between 3
and 62 indicators (M = 32.13) and utilized one to four ML methods
(M =1.6).

In a longitudinal framework among an adolescent sample,
Hill et al. (2017) used ML to predict SI at a one-year follow-up. Authors
highlighted three different, well-performing models (sensitivity
range = 0.47-0.78; specificity range = 0.68-0.91). The model with
moderate sensitivity and high specificity included indicators reflecting
depressive symptoms, family/peer suicide, and social support, whereas
the most sensitive, but least specific, model used these same factors, in
addition to gender, ethnicity, hours of sleep, school-related factors, and
future orientation (Hill et al., 2017). An additional longitudinal study
employed natural language processing in a sample of adults after hos-
pital discharge for a suicide-related event (Cook et al., 2016). Eight
structured indicators, in addition to answers to an unstructured ques-
tion (e.g., “how do you feel today?”), were included in their model to
predict the presence of SI over follow-up ranging from two days to 12
months. Results suggested that from the unstructured question, the
phrase “I told” was most important in predicting SI, followed by
“monotony”, “Ritalin”, “harassed”, and “we work”; the structured in-
dicator most predictive of SI was older age, whereas rarely being angry
and reporting greater wellbeing were associated with lower odds of SI.
Results also showed that models including the structured indicators
(sensitivity = 0.76, specificity = 0.62, PPV = 0.73), as opposed to re-
sponses from the unstructured questions (sensitivity = 0.56, specifi-
city = 0.57, PPV = 0.61), performed slightly better in predicting SI
(Cook et al., 2016). A third study used ML to predict recent SI among a
sample of older adults followed for a period of five-years
(Handley et al., 2014; AUC = 0.81). Authors found that psychological
distress was the strongest predictor of SI at follow-up. Results indicated
that whereas among those with high psychological distress, physical
functioning emerged as an important indicator of SI, among those with
low psychological distress, social support emerged as an important in-
dicator of SI (Handley et al., 2014). A fourth study used ML to predict
past year SI among a community sample of adults. Baseline SI emerged
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as the strongest predictor of SI at four-year follow-up (Batterham and
Christensen, 2012). Among those with baseline SI, neuroticism differ-
entiated those at lower and higher risk of SI at follow-up. Among those
without baseline SI, anxiety emerged as an important indicator, with
the tree structure suggesting that those experiencing the highest level of
anxiety exhibit a threefold increase in SI risk (Batterham and
Christensen, 2012).

Three cross-sectional studies identified in the review used large
adult samples to predict SI. Among primary care patients, past two-
week SI was predicted based on responses to three common self-report
screeners used in primary care settings, in addition to socio-
demographic variables. All ML models exhibited AUCs greater than
0.80, and, across models, sociodemographic variables added no value
beyond the scales. Authors highlighted the simplest classification model
among the best classifiers (overall AUC = 85.6: sensitivity = 0.78,
specificity = 0.83, PPV = 0.39, and NPV = 0.97), which relied on four
individual scale items assessing depressed mood, feelings of worth-
lessness, sleep problems, and uncontrollable worry (Jordan et al.,
2018). Gradus et al. (2018) used ML techniques to examine potential
gender differences in SI prediction among a large sample of veterans.
Models observed AUCs of 0.91 and 0.92 for males and females, re-
spectively; in both models, probable depression, post-traumatic stress,
and anxiety disorder diagnoses, in addition to alcohol use, were parti-
cularly important variables. Further, among females, sexual harassment
during deployment differentiated between those at higher and lower SI
probabilities. Kuroki (2015) found that in employing ML to classify SI
history among a community sample of Filipino American adults, de-
pressive disorder, years in the United States, substance use disorder,
and number of negative life events emerged as the most important
predictors. Similarly, Kuroki and Tilley (2012) examined a nationally
representative sample of Asian Americans and found that the most
important predictors of lifetime SI were depressive and anxiety dis-
orders, followed by family conflict and family cohesion (sensi-
tivity = 0.72%, specificity = 0.76, PPV = 0.23, NPV = 0.96).

The final two studies predicting SI have been featured in the pre-
vious section(s) (one predicting both SA and SP, and one predicting SA).
The first found similar results in predicting SI as it did in predicting SP
among undergraduate students with a NSSI history. The model with
greatest performance observed an AUC of 0.85, and, across ML tech-
niques, results converged in identifying the anti-suicide function of
NSSI and depression as important model indicators (Burke et al., 2018).
Also among undergraduate students, fMRI was used to classify in-
dividuals with current SI, versus those without SI, based on neural re-
presentations of positive, negative, and suicide-related concepts. Re-
sults of the study produced a model that classified current SI with 91%
accuracy (sensitivity = 0.88, specificity = 0.94, PPV = 0.94,
NPV = 0.89). There was some overlap in important concepts dis-
criminating between SI versus no SI compared to SA versus SI out-
comes; the concepts of ‘death’, ‘cruelty’, ‘trouble’, ‘carefree’, ‘good’, and
‘praise’ were identified as important, with ‘death’ emerging as the most
discriminating (Just et al., 2017).

4.7. Suicide risk

Our systematic review identified a total of eight studies that used
ML techniques to predict suicide risk. The studies used community and
clinical samples of adults, as well as clinical samples of adolescents. The
majority of studies utilized linguistic features of social media posts and
responses to unstructured questions. The studies included between 35
and 345 indicators in their models (M = 169.65). The majority of stu-
dies employed a singular ML technique to predict suicide risk
(M = 1.63; Range = 1-6).

Barros et al. (2017) recruited mental health patients diagnosed with
mood disorders to classify individuals considered to be at suicide risk.
ML models largely incorporated sociodemographic and clinical data
(patient-reported and EMR). The best performing model evidenced an
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accuracy of 78% (sensitivity = 0.77; specificity = 0.78). The resultant
models identified reasons for living, experience of unrest, and personal
satisfaction as important variables in distinguishing between groups.

Three studies utilized both passive and active data collection
methods for prediction, leveraging the use of social media. The first
targeted information from social media post content (e.g., language
processes, psychological processes) to classify participants considered
at high suicide risk (Guan et al., 2015). Results demonstrated similar
performance across two models, with the optimal model achieving a
recall value (number of true positives/total number of positive in-
stances) of 0.82 (Guan et al., 2015). A similar study utilized the social
media platform Twitter to predict suicide risk (Braithwaite et al., 2016).
Similarly, natural language processing was used to extract social media
post content, which was included in the ML analysis. The model per-
formance metrics were: sensitivity = 0.53; specificity = 0.97;
PPV = 0.75; and NPV = 0.93. The results suggested that individuals
posting fewer words related to “achieve”, “religion” and “relativity”
were more likely to be deemed at risk for suicide (Braithwaite et al.,
2016). A third study used linguistic features of social media posts
among Chinese adults to predict suicide risk (Cheng et al., 2017). The
researchers found poor ML performance in predicting suicide risk and
suicide-related posts. However, among the subset of users who had told
others via social media that they wanted to kill themselves in the past
12 months, the ML model's performance improved (AUC = 0.61; sen-
sitivity = 0.65; specificity = 0.58).

The four remaining studies in this category mainly used patient
reported data in risk prediction. The first study predicted past year SP
or SA (SP/SA) among a sample of adults followed for four-years.
Baseline SP/SA emerged as the strongest predictor of follow-up SP/SA;
no other variables emerged as important in distinguishing those with
SP/SA at follow-up among those with baseline SP/SA (Batterham and
Christensen, 2012). However, among those without baseline SP/SA,
depression emerged as important in distinguishing risk for follow-up
SP/SA, with neuroticism and marijuana use further distinguishing risk
groups (Batterham and Christensen, 2012). The second study collected
questionnaires of psychological constructs among outpatient mental
health patients to predict suicide risk. The best performing model de-
monstrated the following metrics: AUC = 0.59; accuracy = 0.71; pre-
cision = 0.73; recall value = 0.63; specificity = 0.79. Incorporating all
model findings, results identified that reporting thoughts of ending
one's life, more frequent headaches, being frightened when feeling
alone, greater dissatisfaction with life, feeling empty inside, and less
fear of the act of killing oneself were important variables in group
prediction (Morales et al., 2017). Using similar methodologies, the next
two studies analyzed the linguistic responses to open-ended questions
(e.g., “Does it hurt emotionally?”, “Do you have hope?”) and associated
vocal characteristics to classify the likelihood of presenting to the
emergency room for SITBs (i.e., SI or SA). Considering the analysis of
just the linguistic responses to the open-ended questions, the best fitting
model accurately classified 96.67% of adolescents who presented with
SITB (Pestian et al., 2016). The final study of this nature used similar
methodology among a combined sample of adolescents and adults.
Authors incorporated linguistic responses and vocal characteristics of
responses to the unstructured questions in ML models to differentiate
between emergency room patients with SITBs, a psychiatric control
group, and a non-psychiatric control group. The two best fitting models
(AUC = 0.93) were those distinguishing between the SITB and control
groups. The first model was among the combined adolescent and adult
sample and used only linguistic responses, whereas the second model
was among the adult sample using both linguistic and vocal responses.
Utilizing both linguistic and vocal responses was most additive in the
adolescent and adult combined sample when distinguishing between
the SITB and psychiatric control participants (AUC = 0.82; Pestian
et al., 2017).
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4.8. Non-suicidal self-injury

Our systematic review identified three studies that used ML tech-
niques to predict NSSI. All studies utilized an undergraduate student
sample and included between 1 and 27 indicators in their models
(M =11.67), and, on average, used one ML model (M = 1.33,
Range = 1-7).

Two articles in this section aimed to identify subgroups of in-
dividuals who engaged in NSSI by identifying splits, or numerical cut
points, on NSSI-related variables. The first utilized a ML technique to
examine splits in number of NSSI acts during the previous year as
predicted by participant-reported psychological difficulties. Results
demonstrated significant splits between zero and one past year NSSI
acts (i.e., resulting in a subgroup that had not engaged in NSSI in the
past year and those with one or more past year NSSI acts) and between
five and six past year NSSI acts (i.e., resulting in a subgroup that re-
ported one to five past year NSSI acts and a subgroup that reported six
or more past year NSSI acts), suggesting that participants reporting six
or more past year NSSI acts may represent a more severe group of self-
injurers (Ammerman et al., 2017a). Another study utilized a similar
approach to examine splits in NSSI behavior age of onset predicted by
prior SITBs, including NSSI characteristics (e.g., NSSI frequency,
number of NSSI-related hospital visits), SI, SP, and SA. Multiple ML
models were used and, taken together, results suggested there is a po-
tential subgroup in the data representing those with an earlier age of
onset (i.e., approximately 12 or younger); this subgroup reported
greater NSSI frequency, number of NSSI methods, and NSSI-related
hospital visits, in addition to increased likelihood of having a SP
(Ammerman et al., 2018). The final study employed two ML techniques
to identify important indicators of NSSI frequency, both explaining a
significant proportion of variance in NSSI frequency (R = 0.48 and
0.46, respectively). Models indicated that the number of NSSI methods
was the most important indicator of lifetime NSSI frequency; after re-
moving number of methods from the models, SP and depressive
symptoms emerged as most important in the prediction of NSSI fre-
quency (Ammerman et al., 2017b).

5. Discussion

This systematic review provided a summary of studies utilizing ML
techniques to advance the understanding and prediction of SITBs. The
current review included findings from 35 articles, all published within
the last 10 years. Based on this body of literature, we conclude that ML
has demonstrated promise in significantly augmenting our prediction of
SITBs. Despite observing a recent increase in the use of ML, we further
conclude that these methods are still limited in their implementation in
this field of research. Below, we aim to outline gaps in this literature
and suggest ways to extend current findings in order to guide re-
searchers to realize ML's potential to aid in the prediction and pre-
vention of SITBs.

6. Review of research

In reviewing the findings of the included studies, it may be useful
for us to consider each study as having one (or more) of three general
aims in their use of ML analyses: (1) improving prediction accuracy, (2)
identifying important model indicators (i.e., variable selection) and
interactions, and (3) modeling underlying subgroups in the data. We
briefly discuss studies in each area.

First, we turn to the identified studies that aimed to improve the
prediction accuracy of SITBs. With previous meta-analyses finding our
ability to predict suicidal and non-suicidal self-injurious behaviors to be
near chance (e.g., weighted SA AUC = 0.58; weighted suicide death
AUC = 0.57, weighted NSSI OR = 1.59; Franklin et al., 2017; Fox et al.,
2015), we can see, even in the relatively small body of literature re-
viewed, that the use of ML techniques has offered improved prediction
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over traditional statistical methodology in several studies (e.g.,
Walsh et al., 2017; Kessler et al., 2015; Kessler et al., 2017a, 2017b).
Highlighting this, some authors have directly compared their ML
findings to traditional methods, finding marked differences in SA pre-
diction performance between methods (e.g., ML AUCs = 0.80-0.84 vs.
multiple logistic regression AUCs = 0.66-0.68; Walsh et al., 2017) and
instability in traditional methods (Kessler et al., 2017a, 2017b). The use
of ML techniques for improved prediction may be most notable in
predicting the outcome of suicide death as, despite its importance,
limited research has focused on this low base rate outcome. Among the
included reviewed studies, AUCs ranging from 0.71 to 0.89 were
achieved in predicting suicide death (Kessler et al., 2015; Kessler et al.,
2017a, 2017b). Importantly, improved model accuracy with the em-
ployment of ML for the prediction of suicidal behavior has been
achieved in prediction windows as short as 7 days (Walsh et al., 2017)
and as long as 2 years (Kessler et al., 2017a, 2017b), demonstrating its
potential use in informing both crisis intervention and long-term pre-
vention.

The aforementioned studies have demonstrated improved predic-
tion predominantly through methods that permit minimal interpret-
ability of individual variables (e.g., “black box” methods). While im-
portant to note the limitations with interpreting the influence of single
indicators within ML models (e.g., Strobl et al., 2009), these methods,
and others, have also been used for variable selection. Using ML for
variable selection permits researchers to identify attributes from the
data (indicators) that contribute to predictive model accuracy, ulti-
mately allowing researchers to reduce the number of attributes in a
model, simplifying models and increasing interpretability. Within the
current review, studies that employed ML and commented on variable
importance have served to replicate the findings of well-known pre-
dictors of future SITBs and SITB risk (e.g., depression, previous SITBs,
psychiatric hospitalization; Bae et al., 2015; Hettige et al., 2017; Ilgen
et al.,, 2009; Walsh et al., 2017), in addition to providing increased
confidence in their importance in prediction as these factors are con-
sidered in conjunction with numerous other predictors and still emerge
as important. Using ML for variable selection has also allowed re-
searchers to identify several novel predictors from innovative data
sources, many that have received relatively little attention in prior re-
search. For example, it was found that the use of “frightened” and
“agitated” within clinical notes were important for distinguishing those
who died by suicide from psychiatric controls (Poulin et al., 2014).
Similarly, in response to unstructured questions and social media post
content the usage of specific words (Braithwaite et al., 2016;
Cook et al., 2016) were found to differentiate between those with and
without SITBs. Finally, even through the use of more traditional data
sources, variables that have received relatively limited previous atten-
tion have been identified as important in SITB prediction: crime per-
petration (Kessler et al., 2015; Kessler et al., 2017b), cocaine depen-
dence (Passos et al., 2016), family intimacy (Bae et al., 2015), and
specific NSSI characteristics (Burke et al., 2018). Through permitting
the exploratory analysis of many variables simultaneously, ML can
highlight novel variables in SITB prediction which may be important
for inclusion in future research to improve model accuracy and, thus,
SITB risk stratification.

Studies in the current review have also used ML to identify novel
interactions, taking advantage of ML's ability to simultaneously con-
sider a myriad of independent predictors and their interaction terms.
Indeed, studies utilizing simple decision trees have identified particu-
larly high-risk groups for specific SITB outcomes (e.g., Bae et al., 2015;
Batterham & Christensen, 2012; Burke et al., 2018; Handley et al.,
2014; Ilgen et al., 2009). Ilgen et al. (2009) found that veterans diag-
nosed with depression and a substance use disorder, who identify as
non-African American, and who were recently psychiatrically hospita-
lized were at highest risk for death by suicide (Ilgen et al., 2009). Also
finding a clinically relevant interaction, Bae et al. (2015) demonstrated
that adolescents with high depression levels and who exhibited
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frequent delinquent behavior were at particularly high risk for past year
SA and that this risk was even greater for females. Studies of this nature
are particularly important given their high interpretability and, con-
sequently, immediate clinical relevance in determining risk.

Finally, studies identified in the current review have utilized ML
techniques to uncover potential subgroups in the data. While a limited
number of studies used ML techniques for this purpose, the use of some
ML methods (e.g., decision trees and extensions) have permitted the
identification of optimal cutoffs for participant groupings based on a
particular variable. For example, studies included in the current review
aimed to examine how individuals who engage in NSSI may be alike, or
may cluster, based on the relationship between NSSI characteristics
(e.g., age of onset, number of acts) and other psychopathology variables
(Ammerman et al, 2018; Ammerman et al., 2017a). Utilizing ML
techniques in this fashion does not offer findings specific to prediction
accuracy; however, results have the potential to empirically inform
cutoffs or cut scores important in risk classification, the identification of
unique risk factors, or diagnostic decision making and treatment
planning.

The reviewed studies have demonstrated ML's promise in moving
the field of SITB research forward through the concurrent examination
of well-established and novel predictors. Further, the variety of ML
implementation in the included studies highlights the numerous ways
in which ML can be applied for not only improved prediction accuracy
but also for variable (and interaction) selection and subgroup identifi-
cation. Although the knowledge obtained thus far in the field has been
immensely valuable, we now consider several possible directions to
better leverage the advantages of ML to further advance SITB prediction
and prevention.

7. Directions for future research
7.1. Broaden outcomes and indicators

The current systematic review highlights the need for researchers to
extend both the outcomes and indicators included in our research.
Importantly, only 35 papers using ML techniques to examine SITBs
were identified; the majority of these studies were published within the
past three years. This underscores the limited, but growing, body of
research that has taken advantage of ML techniques and highlights the
gaps in advancing SITB prediction and prevention. Specific outcomes
have received particularly limited attention. Foremost, only five studies
focused on suicide death as the outcome, all of which also utilized a
military or veteran population. While an important, high-risk popula-
tion of study (Kang et al., 2015; Kaplan et al., 2012), critical next steps
in research include considering similar models in civilian populations to
replicate results across samples, in addition to across settings (e.g.,
those already engaged in care, community samples), in order to inform
broad implementations of suicide prevention interventions. Given that
suicide death is a relatively rare occurrence, and consequentially in-
volves resource-intensive data collection, work to expand findings from
the current review may be best suited to leverage the use of big data-
sets, such as publicly available datasets of civilian samples (e.g., Na-
tional Death Index), which given their size, are particularly well-suited
for the implementation of ML techniques. Similarly, a small number of
studies have focused solely on SP (one study) and NSSI (three studies).
Beyond the distress and impairment associated with the occurrence of
these experiences (e.g., Mars et al., 2014), approximately 55-70% of
those having a SP go on to attempt suicide (Kessler et al., 1999;
Nock et al., 2008) and those with a NSSI history are at four times the
risk of SA (Ribeiro et al., 2016), making these two outcomes important
areas of study with broad implications for suicide prevention efforts.
Furthermore, an important next step for future research is including
multiple outcomes within one study for improved identification of
factors that facilitate the progression from thoughts to behavior. Only a
few studies identified in the current review did this (e.g., Burke et al.,
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2018; Just et al., 2017); results suggested importance of indicators was
in fact dependent on outcome.

Although several studies (e.g., Oh et al., 2017; Kessler et al., 2017b,
2017b; Walsh et al., 2017) in the current review employed varying
prediction time horizons, no identified studies can inform the predic-
tion of imminent risk for SITBs. Emphasizing the importance of im-
minent risk prediction is work highlighting the instability of the oc-
currence of SITB outcomes (e.g., Kleiman et al, 2017), and, as
demonstrated in the current review, the changing importance of risk
factors depending on prediction window (720 versus 7 days prior to
suicide attempt; Walsh et al., 2017). Moving forward, it will be ne-
cessary for researchers to consider constructs at more precise levels of
measurement (i.e., daily, hourly), in addition to the interactions of
dynamic factors with more static predictors (i.e., previous suicide at-
tempts, history of psychiatric hospitalization). As time-intensive data
(e.g., ecological momentary assessment) becomes more accessible and
more technologically advanced and robust (e.g., physiological wear-
ables), ML has promise in leveraging the resultant large datasets to
identify risk factors in the hours and days prior to SITBs.

In addition to increasing attention toward understudied outcomes,
and at differing prediction windows, it will be important for future
research to continue increasing the array of indicators used in models.
For example, given the high comorbidity of affective disorders and
suicide outcomes (Nock et al., 2009), and the importance of affective
disorders in predicting suicidal behaviors (Franklin et al., 2017), it may
be important for future research to consider this association using ML
techniques, which may be particularly appropriate given the high cor-
relations between variables and the likely importance of variable in-
teractions. Several of the studies included in the current review also
utilized non-traditional data (e.g., Braithwaite et al.,, 2016;
Pestian et al., 2017) in ML models, however there is still room for ex-
pansion. With the growing integration of electronic communications,
both professionally (i.e., secure messaging with healthcare providers)
and personally (i.e., social media applications), ML techniques could be
used to harness the massive amount of existing text and image data,
reducing reliance on individual self-reports, to help identify potentially
suicidal or distressed individuals. For example, surveillance of perva-
sive social media platforms (e.g., Facebook, Twitter) using large-scale
ML-based algorithms, could improve identification of at-risk popula-
tions that may have increased barriers to care (e.g., due to geographical
location, stigma, physical ailments). Other forms of data that are rela-
tively untapped, but may ultimately aid in suicide risk identification,
include passive phone data (e.g., GPS, texting, call logs, web search
histories), existing public databases (legal, financial, etc.; Kessler et al.,
2017a, 2017b), and qualitative responses to unstructured questions
(e.g., Pestian et al., 2016). The potential of these data structures is
highlighted in the current review through the utilization of social media
(e.g., Braithwaite et al., 2016; Cheng et al., 2017; Guan et al., 2015),
clinical note text (Poulin et al., 2014), and verbal and nonverbal re-
sponses to unstructured questions (Pestian et al., 2016; Pestian et al,
2017), each producing innovative findings.

7.2. Broadening research questions

One of the advantages of ML techniques is the ability to consider
novel research questions, many of which cannot be easily addressed by
traditional statistical methods. One branch of ML techniques that may
be particularly suited for this extension, and has yet to be employed in
SITB research, is unsupervised learning. Unsupervised learning may be
used to identify natural groupings or clusters of individuals. For ex-
ample, studies may identify data-driven phenotypes of suicide risk
based on numerous self-report measures, diagnostic procedures, cog-
nitive indices, and biomarkers. Unsupervised learning also holds pro-
mise in being able to cluster SITB trajectories, which may allow more
nuanced investigations of longitudinal effects such as the temporal
transition from suicidal thoughts to suicidal behavior.
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Research questions related to diagnostic considerations, risk classi-
fication, and treatment planning may also be supported through the
implementation of ML. Compared to traditional analytic methods,
specific ML techniques (e.g., decision trees, structural equation mod-
eling trees) are well-suited to simultaneously examining multiple risk
factors (in addition to the interactions between variables) in order to
provide meaningful splits in the data that are needed to improve our
understanding of potential subgroups of individuals with SITB (e.g.,
treatment responding subgroups, diagnostic subgroups).

7.3. Advancing ML techniques

A variety of ML methods were applied across a number of studies.
Given the varying types of datasets used, along with different metrics
reported, it is difficult to reach an over-arching conclusion about model
performance across studies. Although accuracy was not generally high
(e.g., most reported < 0.90), comparing reported accuracy across stu-
dies is difficult because this metric depends on the distribution of the
outcome. For example, this metric requires taking into account how
well we could accurately predict both outcomes (e.g., the presence and
absence of a SA) beyond classifying all cases as negative (e.g., not
having a SA). Particularly for imbalanced outcomes (e.g., a majority of
respondents had no history of SA), there exist alternative metrics that
give us a more realistic picture of a model's performance (see Saito and
Rehmsmeier, 2015 for discussion on precision-recall curves), and
sampling schemes to improve prediction (see Chawla, 2009). We also
look forward to the application of ML methods to novel forms of data
collection, allowing for the prediction of SITB across a wider variety of
time horizons, with hopes this spurns the development of newer ML
methods that specifically incorporate the longitudinal nature of the
data, as well the unique challenges of predicting SITB. Finally, in ad-
dition to increasing the number of ML techniques for longitudinal as-
sessment, we encourage broadening the use and development of ML
methods that incorporate measurement error. Particularly when the
data quality is not high (e.g., large amounts of measurement noise in
the predictors or outcomes, outliers, high amounts of missing data), or
the sample size is not large, simpler methods like regularized regression
will often perform comparably to methods that incorporate non-
linearity. Data quality often poses constraints on the amount of in-
formation that can be extracted, thus limiting the complexity of ML
methods that are needed to model the relationships. Indeed, our lim-
itations in predicting suicide are not only a feature of the outcome, but
also the measurement error of most predictors in psychological data-
sets. Extending ML techniques, such as regularization and decision trees
to the structural equation modeling framework (see Jacobucci et al.,
2018 or Brandmaier et al., 2013), allows for a combination of benefits
of using latent variables and aspects of ML, hopefully increasing our
prediction accuracy.

8. Limitations

The limitations of this systematic review should be addressed. First,
we identified only 35 empirical studies that met our inclusion criteria
and, as a result, the conclusions of this review should be interpreted
cautiously given the small sample size, particularly when considering
sample size by SITB outcome. Second, the majority of these studies
employed cross-sectional designs (n = 25/35; 71.42%), limiting the
extent to which prospective conclusions may be drawn. Third, the use
of inconsistent reporting methods on classifier performance made it
impractical to compare model performance across studies. As such, we
did not provide commentary on relative performance of models (or a
corresponding meta-analytic examination of findings). As a greater
number of studies are conducted, future review papers would do well to
compare model performance, taking into account the marked differ-
ences in design, such as number of indicators and type(s) of ML tech-
nique used. Finally, a common suicide prediction-specific limitation
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that applies to both traditional and ML statistical approaches is the
problem of class imbalance. Although reporting the AUC provides a
better understanding of model performance than accuracy in the case of
class imbalance, this metric can still misrepresent results. Despite it
helping to give a sense of how well an algorithm performs in classifying
both positive and negative cases, a high AUC in the context of a high
class imbalance can merely reflect a strong ability to predict negative
cases. In order to better reflect model performance in the case of class
imbalance, some of the studies in our review reported precision-recall
statistics, which better reflect the performance of a model in predicting
positive cases. Whereas some studies addressed class imbalance in their
reporting of model performance, many fewer studies discuss whether
class imbalance was addressed, beyond the use of CV, in their sampling
strategy (e.g., Kessler et al., 2017b; Mann et al., 2008; Passos et al.,
2016) or in training the classifier (e.g., Kuroki and Tilley, 2012; Passos
et al. 2016). Both sampling strategies, which select subsets of majority
class or bootstrap the minority class to create more equal class dis-
tributions when training the classifier, and class weighting (i.e. in-
curring a larger cost for misclassifying minority class members) are
strategies for improving the model prediction performance, which go
above and beyond just the use of different performance metrics for
more informative model performance assessment.

The more general limitations of machine learning methods should
also be considered. Although ML approaches are often more resistant to
over-fitting as compared to traditional approaches, ML approaches re-
main vulnerable to over-fitting data (i.e., creating a model that fits the
training data well yet has minimal ability to classify cases accurately in
a separate sample). Despite the fact that many of the studies in this
review implemented CV methods (e.g., testing algorithms on holdout
samples), few studies validated their algorithms on external samples.
Without access to external samples to conduct a truly independent test
of a model's performance, we are unable to ascertain the full extent to
which over-fitting may be occurring. A related and important limitation
to consider when interpreting the ML models presented in this review is
that the predictors identified as ‘important’ in the ML models are based
on increasing within-sample prediction accuracy; such ‘important’ fac-
tors may emerge due to over-fitting and thus may not be generalizable
to other samples (Strobl et al., 2009). These limitations further corro-
borate the need for caution in interpreting findings both across and
within studies. There is a need for proof of concept studies to move the
field forward, where future studies with larger sample sizes and access
to corresponding external data sets may be able to replicate and extend
the current findings.

9. Implications and conclusions

The current review highlights the potential for significant clinical
advancements through the use of ML in predicting SITBs. Several stu-
dies identified within the review (e.g., Kessler et al., 2015, 2017a,
2017b; Walsh et al., 2017) demonstrated markedly improved prediction
of suicidal behavior by utilizing data existing in patient EMRs. How-
ever, given that this body of literature has only recently emerged and is
still quite limited (i.e., 35 studies, general lack of external replication),
we would hesitate to suggest alterations in the design of public policies
at this stage. However, if more studies are conducted that exhibit in-
creasingly strong prediction, and if these studies are able to prove
model performance in external samples, then public policies may con-
sider implementing machine learning approaches to enhance in-vivo
monitoring of suicide risk at a public health level.

The findings presented may have immediate implications for the
large-scale implementation of ML techniques in healthcare settings that
aim to test the feasibility of these approaches. Indeed, healthcare sys-
tems (e.g., Office of Public and Intergovernmental Affairs in Veterans
Health Administration, 2017) have already begun to use ML methods to
improve risk stratification by harnessing the value of ML as applied to
EMRs. This approach allows for the leveraging of ML in large datasets
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while balancing the need for clinically relevant outcomes (i.e., a tar-
geted group for prevention efforts); a comparable methodology may
prove useful in similar healthcare systems or potentially even in mental
health clinics. We also speculate there is promise for further improved
predictive power when utilizing richer indicators, such as objective
features (e.g., implicit attitudes about suicide, linguistic features of
patient verbalizations) in conjunction with EMR data. This represents a
fruitful area for future research and clinical endeavors. Beyond the
identification of those at risk, the use of ML can provide valuable in-
formation directly related to clinical treatment planning. For example,
these techniques can aid in identifying empirically supported cutoff
scores directly relevant to the development of empirically-supported
diagnostic categories (e.g., Ammerman et al., 2017a). The use of ML
may be effective in revising and modifying suicide risk assessment in a
way that allows for the integration of numerous risk factors to de-
termine which may be most important to capture high risk, an approach
that will aid in quick and accurate risk determinations as the emphasis
on suicide risk screening grows (e.g., The Joint Commission, 2016).

In addition to implications for individual clinical care, ML may also
be pertinent at a population level. For example, Facebook and
Instagram have begun using ML pattern recognition techniques to de-
tect posts with suicide-related material and provide resources to the
person who posted the content (e.g., crisis line number, ability to
message with a crisis worker; CNN, 2016; Facebook, 2017). The im-
plementation of ML techniques into large-scale, continually updating
internet-based databases represent low-cost models that may improve
suicide risk assessment and inform suicide prevention efforts. Indeed, to
take this one step further, unsupervised ML may also be able to guide
treatment decision making by finding subgroups that may respond to
inexpensive evidence-based therapies (e.g., internet-delivered), which
can augment prevention for the numerous individuals that may be
identified through large-scale prediction, and in turn save limited re-
sources for those necessitating more comprehensive or experimental
approaches (Kessler et al., 2017a, 2017b). These ideas underscore the
broader impact that ML may have on suicide prevention.

Overall, ML techniques have already made a significant advance-
ment in suicide prediction, despite their limited application. This area
of research represents one ripe for significant growth not only in our
prediction of suicide related events, but also in the appropriate im-
plementation of prevention and intervention efforts, which has positive
implications for the reduction in suicide rates overall.
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